
Solving Parabolic Partial Differential Equations
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Dividing  the  domain  into  m parts, the  discretized form  of  the heat

(diffusion) equation for internal nodes is,
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In  the  above  equation  n refers  to  the  current  time.  Rewriting  the 

equation, we have,
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Recalling that,

The discretized equation can be written in the matrix form as,
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Forward difference method  is called , also, explicit method. Truncation  

error  associated  with  this  method  is  of  order
2O( t ( x) ).  

Use  steps  sizes  (a)                 and                       and (b)                 andx 0.1  t 0.0005  x 0.1 

t 0.01  to approximate the solution to the heat equation,



of the following table. These results are quite accurate. 

of the following table. These results are worthless. 

In the case (b) unlike the case (a), numerical errors grow by advancing

in  time  and  the  method  becomes  unstable. So, the  stability  of  the

method must be considered. 
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The method is stable when these errors do not grow as n increases,

i.e.,
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This condition according to the previous theorem requires that,



So, the relation,
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expresses  the  stability condition for  forward  difference  method. So,



this method is conditionally stable. In fact,       and        must be chosen

in such a way to fulfill the stability condition.    

t x

Using backward difference formula for time derivative, the heat equation

can be discretized as,
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This equation can be rewritten as,
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Recalling that,

The discretized equation can be written in the matrix form as,
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where,
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Having         , a linear system of equations must be solved to  obtain     .

The backward  difference  method is called, also, the  implicit method.

The  matrix  A  is  positive definite, strictly diagonally dominant and

tridiagonal. So, Crout factorization (for rather small systems) or SOR

method (for large systems) can be used to solve the system. 
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So, the backward difference method is stable only if,                     .  1A 1 



So, the backward difference method is unconditionally stable.

x 0.1  t 0.01 



The  following  table  represents  the  results for the implicit  method. As  

was observed in  the previous example, because of the stability problems 

the explicit method was not able to produce accurate results.
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